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Abstract 

Epidemics of antimicrobial resistance are increasingly linked with horizontally-transferred antibiotic 
resistance genes (ARGs), prompting the need for monitoring ARGs rather than specific bacterial 
strains for epidemic surveillance. Whole genome sequencing (WGS) has become popular but its cur-
rent cost prevents its systematic use for ARG surveillance. We explore the feasibility of predicting 
ARGs from readily-available antimicrobial susceptibility profiles of bacteria generated by diagnostic 
laboratories. ARG prediction models based on random forests, support vector machines and gener-
alized linear models were trained on an extensive collection of clinically relevant bacteria with diverse 
antibiotic susceptibility  profiles. Model performance evaluation using leave-one-out cross validation 
suggests that support vector machine outperforms other methods for this task. The best-performing 
prediction models were then applied to predict ARG presence in all bacteria diagnosed at a large 
hospital group over 5years. The potential benefits and limits of this novel approach for antimicrobial 
resistance monitoring are discussed. 

 

1 Introduction 

Antimicrobial resistance (AMR) is one of 
the major threats faced by modern medi-
cine (Mancuso et al. 2021). Beyond de 
novo AMR acquisition by mutation, bacte-
rial pathogens frequently exchange antibi-
otic resistance genes (ARGs) through hor-
izontal gene transfer (Baquero et al. 2019). 
This prompts the need for monitoring 
ARGs rather than specific bacterial strains 
for epidemic surveillance. Monitoring 
ARGs, in turn, requires efficient and low-

cost methods for ARG detection in bacte-
ria. 

Whole-genome sequencing (WGS) has 
become increasingly popular. Combined 
with available ARG databases, WGS al-
lows the annotation of ARGs from genome 
sequence data (Alcock et al. 2019; 
Florensa et al. 2022; Hendriksen et al. 
2019). Understandably, most medical ap-
plications of WGS-based ARG detection 
focus on the prediction of the antimicrobial 
resistance profile from genome sequences 
(Kim et al. 2020; Ren et al. 2022; Van 



Carvalho et al. ECML/PKDD 2022 

2 
 

Camp, Haslam, et Porollo 2020), rather 
than on the prediction of ARG presence 
from the resistance profile. Yet, this latter 
approach can have practical benefits for 
ARG monitoring because the current costs 
of WGS prevents its widespread adoption 
for surveillance, even in high-income set-
tings, while antimicrobial susceptibility test-
ing (AST) is now commonplace in virtually 
all hospitals and settings including middle-
income countries. Hence, predicting ARG 
presence from resistance profiles would 
enable large-scale ARG monitoring at a re-
duced cost, considering that the predictor 
data are generated by routine care. 

Here we investigate the feasibility of this 
approach by predicting the presence of rel-
evant ARGs in pathogenic bacteria based 
on their resistance profile. Thus, we use 
the reverse approach of previous studies 
and we aim to predict the genotype from 
the phenotype using machine learning. 
Generalized linear model, random forest 
and support vector machine models were 
trained and compared on the critical priority 
pathogens defined by the World Health Or-
ganization, Acinetobacter baumannii, 
Pseudomonas aeruginosa and Enterobac-
terales. The best performing models were 
then applied to predict ARG presence in all 
bacteria of the aforementioned species, di-
agnosed at a large hospital group from 
2017 to 2021. 

2 Methods 

2.1 Training data 
Bacterial strains used for model training 
were selected by the French Centres Na-
tionaux de Référence de la Résistance aux 
Antibiotiques (CNR) from their reference 
and clinical strain collections. The selection 
procedure aimed to maximize the diversity 
of ARGs found in healthcare settings and 
to include susceptible strains without ac-
quired drug resistance. Thus, the strain col-
lection does not represent the actual 

distribution of resistance genes in hospitals 
but it is biased to maximize ARG diversity. 
The selected bacterial species were those 
with maximal clinical impact and horizontal 
transfer of ARGs, namely, Acinetobacter 
baumannii (n=181), Pseudomonas aeru-
ginosa (n=304) and Enterobacterales 
(n=800) including Klebsiella pneumoniae 
(n=145) and Escherichia coli (n=240). All 
bacterial strains were whole-genome se-
quenced using Illumina technology and 
ARGs were annotated using an in-house 
bioinformatics pipeline. Antimicrobial sus-
ceptibility testing was performed using Vi-
tek2 (bioMérieux) devices. 

Antimicrobial susceptibility testing esti-
mates the minimal inhibitory concentration 
(MIC) of each drug over a limited concen-
tration range, leading to left- and right- cen-
soring (e.g.  <=1 mg/L, >4 mg/L). To gen-
erate point estimates, censored values at 
the lower (upper) boundary were divided 
(multiplied) by 2 then all values were log2-
transformed. The log2-MIC were then used 
as predictors of ARG presence or absence, 
coded as a boolean. ARGs present or ab-
sent in less/more than 3 strains were ex-
cluded. 

2.2 Model training and performance 
evaluation 

Separate models were built for P. aeru-
ginosa, A. baumannii and enterobacteria. 
Enterobacteria species were pooled in a 
single model because virtually all species 
can exchange ARGs through horizontal 
transfer. In this pooled model, the bacterial 
species was included as an additional cat-
egorical predictor with one-hot encoding. 

Models tested were generalized linear 
model (GLM), random forest (RF) and sup-
port vector machine (SVM) in the R pro-
gramming environment with additional 
packages randomForest and e1071 (Liam 
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et Wiener 2002; Meyer et al. 2021). Perfor-
mance evaluation metrics were obtained 
using leave-one-out cross validation where 
model training uses all data samples ex-
cept the one for which a prediction is made, 
iterating over each sample. The confusion 
matrix for each drug was visualized as bar 
plots of true positives and negatives, and 
false positives and negatives. Prediction 
performance was summarized using the 
Cohen’s kappa indicator, with a value of 1 
for perfect prediction and a value of 0 for 
random (useless) prediction. 

2.3 Model application 
To illustrate our approach with field data, 
the best-performing models were used to 
predict ARG presence in all P. aeruginosa, 
A. baumannii and enterobacteria diag-
nosed from 2017 to 2021 at a large, 5500-
bed hospital group of the Hospices Civils 
de Lyon (HCL), France. Anonymized data 
were obtained for the microbiology labora-
tory information system. Antimicrobials 
with >20% missing MIC values in the da-
taset were excluded, then samples with 
>70% missing antimicrobials were ex-
cluded. The remaining missing values were 
estimated using random forest-based mul-
tiple imputation with R package missFor-
est. 

3 Results 

3.1 GLM and SVM perform better than 
random forest 

Based on the distribution of Cohen’s kappa 
across ARG prediction models (Figure 1), 
GLM performed best in A. baumannii (11 
ARGs, although with poor performance) 
and SVM performed best in enterobacteria 
(19 ARGs) and P. aeruginosa (11 ARGs). 
Random forests performed worse in all 
species groups. 

3.2 Prediction performance varies 
widely across ARGs 

An ARG prediction model is expected to 
perform best if the ARG presence is bal-
anced across the dataset, the ARG is not 
too strongly correlated with other ARGs 
and the ARG resistance spectrum does not 
overlap significantly with those of other 
ARGs. As these conditions vary widely 
across ARGs (with strong correlation and 
overlapping resistance spectra being com-
monplace), the performances of prediction 
models varied accordingly and only a frac-
tion of ARGs could be predicted with rele-
vant accuracy (Figures 2BDF). Strikingly, 
however, those ARGs with better predic-
tion performance were among those with 
maximal clinical impact including re-
sistance to critical drugs such as car-
bapenems (a WHO priority), aminoglyco-
sides or cephalosporins. In A. baumannii 

Figure 1. Cohen’s kappa distribution with the different models: generalized linear model (GLM), random forest 
(RF) and support vector machine (SVM). 
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(Figure 2AB), promising predictive power 
was obtained for the resistance genes 
armA, NDM and OXA-23. The aminoglyco-
side resistance methyltransferase armA 
confers resistance to most aminoglyco-
sides using in sepsis treatment. The New 
Delhi metallo‑β‑lactamase NDM and the 
OXA-23 β‑lactamase provide resistance to 
virtually all currently available beta-lac-
tams. In enterobacteria (Figure 2CD), the 
strongest Cohen’s kappa was obtained 
with ACT/MIR and EC/ESC beta-lac-
tamases that confer resistance to cephalo-
sporins. EC/ESC is a resident gene in 

E. coli, hence its detection was provided by 
the species rather than the resistance pro-
file. In addition, EC/ESC resistance de-
pends on the expression level of the gene 
rather than on its presence. In P. aeru-
ginosa (Figure 2EF), beta-lactamases 
GES, OXA-10, PER and VIM had the high-
est prediction accuracies but the absolute 
performance remained moderate, possibly 
due to the importance of adaptive AMR 
processes (such as membrane impermea-
bility) not captured by genome sequencing 
in this species. 

 

Figure 2 Models’ performance. Results from the best model is displayed for each species group. (A,C,E) True 
positive TP, true negative TN, false positive and false negative from leave one out cross-validation. (B,D,F) 
Cohen’s kappa for the prediction of the different ARGs. 
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3.3 Retrospective ARG monitoring us-
ing ARG prediction from antibio-
grams 

To illustrate an application of ARG predic-
tion, we applied the best-performing mod-
els (with Cohen’s kappa >0.5) on retro-
spective bacterial susceptibility profiles ob-
tained from clinical isolates from the Hos-
pices Civils de Lyon over the period 2017 – 
2021 (Figure 3). A.baumannii was rare in 
the HCL ecology and armA and OXA-23-
like genes seemed to be present at very 
variable levels. Enterobacteria, in contrast, 
had more than a thousand samples per 
month, a sample size which is expected to 
yield more accurate tendencies of ARG 

fluctuations. For example, ACT/MIR was 
more frequent than OXA-48 in the hospital 
data and the predicted proportions of both 
ARGs steadily increased over the study pe-
riod. In P. aeruginosa, PER seemed to 
emerge abruptly in November 2018 while 
VIM predictably decreased over the study 
period. However, the PER apparent in-
crease seemed to correlate with a tempo-
rary change in the methodology of the Vi-
tek2 (data not shown). 

4  Discussion 

We propose a novel approach to monitor 
the prevalence of ARGs in healthcare set-
tings using standard-of-care data on 

Figure 3 ARG prediction on the HCL data from 2017 to 2021 for the most predictable ARG. GLMs were used 
for A. baumannii and SVM models for enterobacteria and P. aeruginosa. 
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antimicrobial resistance profiles. The mod-
els show encouraging performances for 
some ARGs and this method could be used 
as an additional tool for ARG monitoring. 
Due to the low-resolution of the MIC vec-
tors used as predictors, especially in com-
parison with the large number of potential 
ARGs, the models struggle to discriminate 
ARGs with similar resistance profiles. We 
propose that performances might be im-
proved by using the reference method, mi-
crodilution MICs in the training data (data 
not shown), rather than the estimated MICs 
obtained using automated, routine-care 
devices such as Vitek2. However, microdi-
lution MICs are not expected to be readily 
available in most settings due to cost and 
workforce constraints. The inclusion of iso-
lates from the local ecology in the training 
dataset might also improve performance, 
although at an added cost. Because the 
prevalence of each ARG in the training da-
taset is not expected to match the preva-
lence in the local ecology, the detection 
thresholds of the models might be strongly 
biased. Optimizing detection thresholds 
based on the local prevalence of re-
sistance, possibly by applying weighs to 
training samples to reflect their prevalence 
in the local setting, might help improve per-
formance. Finally, ARGs could be pre-
dicted as groups of genes (such as those 
harbored together on a plasmid) rather 
than as individual genes. In any case, ARG 
prediction results from resistance profiles 
should be compared to random whole ge-
nome sequencing from the local ecology to 
confirm observations and to provide accu-
rate ARG monitoring. 
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